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Explanatory 
learning

Può una macchina imparare
a formulare teorie?



The Origin of Consciousness – How Unaware Things Became Aware, from Kurzgesagt (2019)



A key ability in nature

Predicting the future



No animal come even close to humans

Predicting the future
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Human unique stystem:
Mastering a language

三角形で囲ま
れた正確に1

つの青
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How can we make machines take part 
in this orchestra?



How can we build machines 
that creatively invent entirely 

new theories from data, 
like scientists do? 

1. Prologue
2. Explanatory Learning
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Epistemology: 
invent new theories from data
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Alternative route
But how does a scientist work?



‘’
Now I'm going to discuss how we 
would look for a new law.
In general we look for a new law 
by the following process.
First, we guess it.
[Audience laugh]
Don’t laugh, that’s really true!

Feynman Lecture on the scientific method Now I'm going to discuss how we 
would look for a new law.

In general we look for a new law 
by the following process.First, we guess it.Don’t laugh, that’s really true!Lecture on the 

scientific method, 1964 
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Rationalist 
perspective shift

Falsifiable
Conjectures Data



Data



Data as theory-laden observations

LIGO Scientific Collaboration and Virgo Collaboration, “Observation of Gravitational Waves from a Binary Black Hole Merger” (2016)



Data as theory-laden observations

LIGO Scientific Collaboration and Virgo Collaboration, “Observation of Gravitational Waves from a Binary Black Hole Merger” (2016)



Data as theory-laden observations

, “The Foundation of the General Theory of Relativity” (1916) LIGO Scientific Collaboration and Virgo Collaboration, “Observation of Gravitational Waves from a Binary Black Hole Merger” (2016)



Data as theory-laden observations

Albert Einstein, “The Foundation of the General Theory of Relativity” (1916) LIGO Scientific Collaboration and Virgo Collaboration



As AI researchers,
what can we learn from this?

Albert Einstein, “The Foundation of the General Theory of Relativity” (1916) LIGO Scientific Collaboration and Virgo Collaboration



How can we build machines 
that creatively invent entirely 

new theories from data, 
like scientists do? 

1. Prologue
2. Explanatory Learning



‘’
«Tanta gente passa il tempo 
a fare i puzzle, ecco, la ricerca 
è come mettere insieme dei 
pezzi che sembrano non 
essere connessi l’uno con 
l’altro e che se uno risolve 
diventano patrimonio 
dell’umanità»

Interview with Paolo Tarvisi, Il Messaggero, 15/02/2021
Giorgio Parisi 
2021 Nobel laureate 

in Physics
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Explanatory Learning problem: find f
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Rationalist perspective shift

Data Theory

A scientist works like this!
Data as theory-laden observations, 
useful to falsify concurrent conjectures
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The CRN can discover the correct explaantion
of 777 out of 1000 new phenomena. Using the 
same data and ~ the same number of 
learnable  parameters the empiricists do not 
go over 225.
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Antonio Norelli, Giorgio Mariani, Luca Moschella, Andrea Santilli, Giambattista Parascandolo, Simone Melzi, Emanuele Rodolà

“Explanatory Learning: Beyond Empiricism in Neural Networks” under review



Generalization 
gaps

Unexplainable 
predictions

Unreliable 
predictions

Fixed thinking 
time

Generalization 
power

Truly 
Explainable 
predictions

Reliable 
predictions

Adjustable 
thinking time 

Antonio Norelli - norelli@di.uniroma1.it

Thanks!


