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AGENDA | ;

Trends in Deep Learning

The era of huge “Foundational” Models

Infrastructure for Large-Scale Al
Lessons from NVIDIA Selene / DGX SuperPOD. Al = HPC!

NVIDIA Tools for Deep Learning

Results from cutting-edge research are available to
democratize Al development



TRENDS IN DEEP LEARNING . *



DEEP LEARNING «MODERN ERA»

Two Eras in Computing Load Trends for Model Training
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https://openai.com/blog/ai-and-compute/

EFFICIENCY IS ALSO IMPROVING
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https://openai.com/blog/ai-and-efficiency/
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DEEP LEARNING SCALING WITH DATA

Power Law relationship between dataset size and validation loss (accuracy)
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Source: J.

ACCURACY AND DATA

Schematic view of Power Law relationship btw Accuracy and Dataset Size
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Hestness et al (2017), “Deep Learning Scaling is Predictable, Empirically”, arXiv:1712.00409.
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ACCURACY AND DATA

Supervised Learning: Impact of Labelling Cost
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Adapted from: J. Hestness et al (2017), “Deep Learning Scaling is Predictable, Empirically”, arXiv:1712.00409.



PRE-TRAINING VS FINE-TUNING

Self-Supervised Learning

DATA FOR PRE-TRAINING BERT MODEL
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Step 2 Supervised Fine-Tunng
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%CD mmon Crawl 1

SELF-SUPERVISED LEARNING

Abundance of unlabeled data
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7 years of crawling the internet

'4

OSCAR

Open Super-large Crawled Aggregated corpus
https://oscar-corpus.com/
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The Pile
An BOOGB Dataset of Diverse Text for Language Modeling
https://pile.eleuther.ai/
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ACCURACY AND DATA

Unsupervised/Self-Supervised Learning: Removing (most of) Labelling cost
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Adapted from: J. Hestness et al (2017), “Deep Learning Scaling is Predictable, Empirically”, arXiv:1712.00409.



MODERN Al MODELS REQUIRE MORE SCALABILITY

Al Advances Demand Power-Law Higher Compute, Data and Model Size
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Source: J.Kaplan et al (2020), «Scaling Laws for Neural Language Models», arXiv:2001.08361
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MODEL SIZE TREND

More than 10x each year - we are close to Trillion parameter scale!
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Source: developer.nvidia.com/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model



https://developer.nvidia.com/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model/

MODEL SIZE TREND

More than 10x each year - Model Parallelism is unavoidable
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https://developer.nvidia.com/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model/

SIZE MATTERS

Transformer LM - 100M vs 5B

Trained on Wikipedia minus “Abraham Lincolin™ article.

Abraham Lincoln (February 27, 1724, Salem, Massachusetts - August 29, 1755)
was an American Prime Minister who was an early proponent of an
anti-witchcraft situation and was President of the Salem government from 1732
to 1743, President of the Massachusetts Supreme Court during that time, and
President of the Institute for Religious Education to 1777, President of the
Massachusetts Supreme Court, as well as a member of the Board of
Missionaries of the Episcopal Church, The Reverend John Schuyler, Mercer
Bishop, and Father New York State. He received his education at Paterson
College and graduated from Paterson College and the Trenton College.

He wrote his autobiography in Mantua, Massachusetts, for which he was the
supreme liberal. He later became one of Massachusetts's greatest religious
leaders, choosing blacks many of whom became leaders of the Puritans. He
received three honorary degrees from the universities of Boston and Virginia;

Source: Mesh-TensorFlow: Model Parallelism for Supercomputers (TF Dev Summit ‘“19): https://youtu.be/HgGyWS40g-g

Trained on Wikipedia minus “"Abraham Lincoln” article.

Abraham Lincoln (March 1, 1809 - March 15, 1865) was an American lawyer,
jurist, and politician. He served as the 19th President of the United States, from
March 1861 until his assassination in April 1865.

Born in Newark, New Jersey, Lincoln attended Knox College of New York,
studied law, and was admitted to the bar Missouri Territory in 1826. He
relocated to lllinois, and was elected to the lllinois House of Representatives in
1827, 1822, 1823, and 1826. He was elected Speaker of the lllinois House in 1825,
served as Attorney General of the lllinois Territory in 1829, and was elected to
the lllinois Senate in 1831. Lincoln was elected to the United States House of
Representatives as a Democrat in 1833, and he was elected as a representative
in the United States House of Representatives, serving two terms from 1839 to
1843. He was elected as a Whig in 1842, but he only served one term in
Congress, and returned to the House of Representatives, serving

17 <A NVIDIA.



https://youtu.be/HgGyWS40g-g

LARGE NLP MODELS ARE MORE EFFICIENT

Zero-shot One-shot Few-shot

! ! —
175B Params

Natural Language

60 Prompt

Accuracy (%)

1.3B Params

Number of Examples in Context (K)

Figure 1.2: Larger models make increasingly efficient use of in-context information. We show in-context learning
performance on a simple task requiring the model to remove random symbols from a word, both with and without a
natural language task description (see Sec. 3.9.2). The steeper “in-context learning curves” for large models demonstrate
improved ability to learn a task from contextual information. We see qualitatively similar behavior across a wide range
of tasks.

<A NVIDIA.

Source: T. Brown et al (2020), “Language Models are Few-Shot Learners”, arXiv:2005.14165. '



THE ERA OF HUGE MODELS

10.000.000.000 Transformer:  275x / 2yrs
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«FOUNDATION~» MODELS - NOT JUST NLP

Huge Models such as Transformers, pre-trained then applied to multiple task
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* . Data
- l:; r Object
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) Instruction

e Following . - J

Source: R. Bommasani et al (2021) [Stanford U.], “On the Opportunities and Risks of Foundation Models”, arXiv:2108.07258. w0 e






SCALABILITY AND HIGH PERFORMANCE AT ALL LEVELS

GPU, System, Cluster
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NVIDIA DGX A100
SYSTEM
ARCHITECTURE

I GPU I
0

Ampere A100 NVLINK v3:
12x links = 600 GB/s aggregate bidir

NVSwitch v2: Fully connected NVLINK v3
36 port xbar | 14.4 Tbit/s = 1.8 TB/s

Global bisection bandwidth 4.8 TB/s

DOo{Dnn

E

5

5

5
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125 Node Cluster

Mar
2016

DGX-1
Launch

LESSONS FROM THE NVIDIA Al JOURNEY

Industry-leading expertise gained from our most important endeavors

DGX SATURNV
Initial Install

TOP500 #28

|

Nov
2016

Expansion to
1,468 Nodes

“Circe”36 Node

2018

. DGX SuperPOD
Expansion to
1,000 Nodes MLPerf TOP500 #20
Dec \ Mar J June \
2017 2018 2019
* — 0 L]
Nov Nov
2019

Sept
2018

Expansion to
1,800 Nodes

96 Node DGX SuperPOD
TOP500 #22

Expansion to
350 Nodes

NGC Deployed

DGX A100
Launch

Expansion to
2,000 Nodes

“Selene” 140 Node
DGX SuperPOD (2" gen)

RTX Graphics

Research & Development Autonomous Cars

 Designing for predictable
performance at scale

« Operations/Infrastructure
manageability & support

Al workflow management

/ data science
productivity

24 <ANVIDIA.



DGX SUPERPOD =
DEPLOYMENTS AT NVIDIA =

‘Selene’ and ‘DGX SuperPOD’

#1 on MLPerf for commercially available systems

#6 on TOP500 (63 PetaFLOPS HPL)

#5 on Green500 (26.2 GigaFLOPS/watt)
Fastest Industrial System in U.S.
n‘" Both are built with the NVIDIA DGX SuperPOD arch:

» NVIDIA DGX A100 and NVIDIA Mellanox IB

» NVIDIA’s decade of Al experience

J Selene Configuration:

» 4,480 NVIDIA A100 Tensor Core GPUs

» 560 NVIDIA DGX A100 640GB systems

L-_'_’______--___-__-__--------—-—-——-‘__'_

» 850 Mellanox 200G HDR IB switches

///’,,/'/"’.'l."‘ "f F}

£

sy g :

» 14 PB of all-flash storage
» 2.8 ExaFLOPS of Al performance

» Built in 3 weeks

- 4 K ‘o . :
e ; -5 : SO < ) £



DGX SUPERPOD

Modular Architecture

1K GPU SuperPOD Cluster

140 DGX A100 nodes (1,120 GPUs) in a GPU POD
® 1st tier fast storage - DDN Al400x with Lustre

® Mellanox HDR 200Gb/s InfiniBand - Full Fat-tree
® Network optimized for Al and HPC

DGX A100 Nodes
® 2x AMD 7742 EPYC CPUs + 8x A100 GPUs
® NVLINK 3.0 Fully Connected Switch
® 8 Compute + 2 Storage HDR IB Ports

A A A
A Fast Interconnect TT TT
® Modular IB Fat-tree e A100
® Separate network for Compute vs Storage #140 Storage
® Adaptive routing and SHARPv2 support for offload




RACK DIAGRAM EXAMPLE

DGX A100 SuperPOD 1x SU (Scalable Unit) = 20 Nodes
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NGC CATALOG: GPU-OPTIMIZED Al SOFTWARE

Easily Deploy Latest Software, Anywhere | ngc.nvidia.com

NGC
CONTAINERS TRAINED MODELS HELM CHARTS Al TOOLKITS & SDKs
— .
5 3 QDUVWHE®
O (> A E
150+ 100+ ML, Inference Healthcare | Smart Cities | Conversational Al | Robotics | more
& ENCRYPTED
x86 | Arm | POWER
P
@ D
= O S
DGX A100 DATA CENTER EDGE CLOUD




STATE-OF-THE-ART PERFORMANCE UPDATED MONTHLY

https://developer.nvidia.com/deep-learning-performance-training-inference

Time to Convergence

Accuracy

Throughput

Multiple Frameworks
Multiple Networks

Multiple Network Types
(image, NLP, speech...)

AVAILABLE ON NGC
ALL CONVERGE!
MLPERF RESULTS!

v

work Network
 > Accuracy
191 0.34 AP Segm
ResNeXt101 425 78.93 Top 1

Converged Training Performance

A100 Training Performance

Time to Train

[mins) Accuracy
ResNet-50 v1 122 77.32Top 1
Mask R-CNN

Accuracy

SE- 504 79.06 Top 1
ResMNeXt101 Accuracy
SSDv1.1 43 0.25 mAP
Tacotron2 123 0.6 Training Loss
WaveGlow 420 -5.68 Training Loss
Transformer 128 27.71 BLEU Score

Throughput

16,114 images/sec

159 images/sec

4,596 images/sec

3,875 images/sec

3,048 images/sec

250,632 total output

mels/sec

1,004,778 output
samples/sec

531,662 words/sec

GPU

8x
A100

8x
A100

8x
A100

8x
A100

8x
A100

8x
A100

8x
A100

8x
A100

Server

NVIDIA DGX-

A100

NVIDIA DGX-

A100

NVIDIA DGX-

A100

NVIDIA DGX-

A100

NVIDIA DGX-

A100

NVIDIA DGX-

A100

NVIDIA DGX-

A100

NVIDIA DGX-

A100

Container

20.10-py3

20.10-py3

20.08-py3

20.09_py3

20.10-py3

20.10-py3

20.10-py3

20.07-py3

Precision

Mixed

TF32

Mixed

Mixed

Mixed

TF32

Mixed

Mixed

Batch
Size

192

256

256

128

128

10

10240

Dataset

ImageNet2012

COCO 2014

Imagenet2012

Imagenet2012

COCO 2017

LJSpeech 1.1

LJSpeech 1.1

wmtlé-en-de

GPU Version

A100-
SXM4-40GB

A100-
SXM4-40GE

A100-
SXM4-40GB

A100-
SXM4-40GB

A100-
SXM4-40GB

A100-
SXM4-40GB

A100-
SXM4-40GB

A100-
SXM4-40GB
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https://developer.nvidia.com/deep-learning-performance-training-inference

ACCELERATING THE CREATION OF ENTERPRISE Al

NVIDIA Software Tools for the Complete Al Workflow

NGC Catalog Train | Adapt | Optimize Fleet Command

| |
3 :
! :
II I
T i % I
oS Pl S |
P o — % — sz~ el
© ll & 0\ |, I
| | |
1 |
2. i |
EVALUATE SR TRATED 5 DEPLOY & INFER i
g i |
|
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NVIDIA TAO TOOLKIT

Al-model-adaptation framework for Transfer Learning

PRE-TRAINED MODEL LIBRARY

PEOPLE DETECTION

YOUR DATA

VEHICLE DETECTION

NLP + ASR % TAO TOOLKIT
- Bo&
PRE-TRAINED YOUR
MODELS Adapt Optimize
POSE ESTIMATION PRODUCTION
MODEL
5 | C’\D
- iiis
LICENSE PLATES m WORKSTATIONS CLOUD DGX

MANY INDUSTRIES

APPLICATION FRAMEWORKS

DEEPSTREAM RIVA

B | j==n

EDGE TO CLOUD

FACE DETECT

F e@®002

developer.nvidia.com/tao
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https://developer.nvidia.com/tao

TAO TOOLKIT WORKFLOW

Automatic Mixed Precision | Quantization Aware Training | Pruning

TAO TOOLKIT CONTAINER

(( E > CONVERTER -] » @ AUGMENTATION
(ﬂ | >
'y

.
.
.
.
.
.
v 5
|
AUGMENTED DATA : o
1 L d ’
.
; >
.
.
.

INT8 CALIBRATION
CACHE

| '
| ]
v . |
1 v v o
! GOOD GOoD ' )
2 1 e - @ . - @ > @ T
] 1
Ll TRAIN W TH C | L ]
i DATA PRUNE RETRAIN EXPORT

i WITH QAT EVALUATE MODEL |
PRElTOR[?éEED . TR EVALUATE A | TRAINED MODEL

....................................................................................................
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Multiple Client
Applications

Python/C++
Client Library

Python/C++
Client Library

Python/C++
Client Library

T

NVIDIA TRITON INFERENCE SERVER

Standard
HTTP/gRPC

Or

C API
(directly integrate
into client app)

Dynamic Batching
(Real time, Batch,
Stream)

Multiple GPU & CPU

Backends
FTensorflow  PYTHRCH
v £ ONNX custom

"

i GpenviNe Backends

v

Per Model Scheduler
Queues

Oo|g (O
ollal - 1o

Ojg (3

Flexible Model
Loading (All,
Selective)

v

v

<

Utilization, Throughput, Latency Metrics

L]
00

CPU

Many
active
models
<
<+
<
<+—
<«
Model
Repository
Metrics Kubernetes,
Prometheus
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https://developer.nvidia.com/nvidia-triton-inference-server

NVIDIA RIVA

GPU-Accelerated SDK for Speech Al

World Class Speech Recognition and Text-to-Speech Skills

Pre-trained SOTA models trained on 100,000 hours of DGX; Retraining with TAO toolkit (zero coding)

Flexible customization from data to model to pipeline

Deploy Services with one Line of code in cloud, on-prem & edge

Scale to handle hundreds and thousands of real-time streams with <300 ms latency per stream

Speech Recognition

Audio

Custom Voice

Domain Specific

PRETRAINED MODELS RETRAIN INFERENCE

developer.nvidia.com/riva

<ANVIDIA.



https://developer.nvidia.com/riva
https://developer.nvidia.com/riva

DEEPSTREAM SDK FOR STREAMING Al APPS

Model & app
registry

SECURITY ALERTS

CLOULD NATIVE ANALYTICS APPLICATION

RETAIL

CONSTRUCTION

MANUFACTURING ,ﬁ%

STORAGE

DISPLAY

9’1;0 |OT CONNECTORS
PRE-PROCESSING DNNs TRACKING

H o

: o HE E

developer.nvidia.com/deepstream-sdk % Anvioa



https://developer.nvidia.com/deepstream-sdk

DEEPSTREAM SDK FOR STREAMING Al APPS

<

<
<2
-

ot |
i a1 A
. . = .
©
TRACK

! |
COLLECT DECODE PRE-PROCESS INFERENCE ENCODE COMPOSITE ANALYZE DATA VISUALIZE

developer.nvidia.com/deepstream-sdk 37 Anvioa



https://developer.nvidia.com/deepstream-sdk

NVIDIA MERLIN

End-2-End Library for Accelerated Deep Learning RecSys | Open Source on github

DATA
LOADER

0(10)

CANDIDATE
GENERATION

v

NVTabular
0(Billions) I

EMBEDDINGS

User Query

DATA LAKE

developer.nvidia.com/merlin T —



https://developer.nvidia.com/merlin

... BUT WHAT ABOUT DATA SCIENCE IN GENERAL?

Rich and growing set of libraries and frameworks for the Python & Spark ecosystem

Spark 3.0

Data Preparation Model Training

NVIDIA Python Data Science and Machine Learning Ecosystem
> e XGBoost | TensorFlow
! P | PyTorch
: RAPIDS Accelerator for Apache Spark

Data i GPU Powered Cluster
Sources

cuNumeric

Pandas Scikit-Learn NetworkX AN NOUNC'NG

and NumPy Ecosystem

databricks Google Cloud Dataproc

Transparently Accelerates and Scales

NumPy Workflows

Zero Code Changes

Automatic Parallelism and Acceleration for
Multi-GPU, Multi-Node Systems

Scales to 1,000s of GPUs 39 ANVIDIA.
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